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Question Paper Specific Instructions

Please read each of the following instructions carefully before attempting questions :

There are EIGHT questions divided in TWO SECTIONS and printed both in HINDI and in
ENGLISH.

~ Candidate has to attempt FIVE questions in all.

Questions no. 1 and 5 are compulsory and out of the remaining, any THREE are to be attempted

- choosing at least ONE question from each section.

The number of marks carried by a question [ part is indicated against it.

Answers must be written in the medium authorized in the Admission Certificate which must be
stated clearly on the cover of this Question-cum-Answer (QCA) Booklet in the space provided. No
marks will be given for answers written in a medium other than the authorized one.

Assume suitable data, if considered necessary, and indicate the same clearly.

Unless and otherwise indicated, symbols and notations carry their usual standard meanings.
Attempts of questions shall be counted in sequential order. Unless struck off, attempt of a question

shall be counted even if attempted partly. Any page or portion of the page left blank in the
Question-cum-Answer Booklet must be clearly struck off.
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Ql. (a)

(b)

(c)

(d)
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@Ug A
SECTION A

T A fF v s il i IR 3een @ 2 | 9 X ved see wORA
(fert) <t T goifar & 3 Y, awea ol (fodl) Frd@m @, @1 Z2 =X+ Y
1 UTTehal sied forfigu |

Suppose a coin is tossed three times. If X denotes the number of heads
on first toss and Y is the total number of heads, then write down the

probability distribution of Z = X + Y. 10
fog Hifsrg

X —2 0af st Fme A x_—9 0.

Prove that

X — 0 ifandonlyif X_—9 0. 10
A #ifee o6

fix, ) =ax*lex* x>0,0>0
% G Yed Us WRehd TFed Ber flx, o) ¥, X; 3N X, T iR geam
sifed Segor & |
e f (9621 s st 2 |
(log X5)
Suppose X; and X, are independent and identically distributed (i.i.d)
observations from the pdf given by

fix, ) =ax®lex* x>0,a>0.
(log X1)
(log X9)

Show that is an ancillary statistic. 10

T M (GeST) TTHR o fHiar i gen & o6 35t 3cq1e 90% et whi fier

ol & | I U Agfess ufaew |, Fmiar &1 3aare, 20 # & 17 g fiew, o
Y& 9EReTHT Hyy : 6 = 0-90 T dehfoush gRehedd T Hy : 0 < 090 & fawg,
0-05 FehdT TR 9 gdierr Hifsy st et Hifs |

The manufacturer of a spot remover claims that his product removes
90% of all spots. If, in a random sample, 17 of 20 spots were removed
with the manufacturer’s product, test the null hypothesis Hy : 6 = 0-90
against the alternative hypothesis Hy : 6 < 0-90 at the 0-05 significance
level and comment. 10




(e)

Q2. (a)
(b)
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A I T Xy, X, Xy o1 a1 agfeas = & e aam nifimar a7
S (41.81.T%.)

2" 2% x>0
f(x) = £
0, T

HH ST 6 Y = min (Xy, Xy, Xg). Y I 3TTE0 3cAEh %ol (mgf) Hd
I | STl 3eIEH HEH (mgh) H ITT B gL, E(Y) 3N E(Y2) I
Sifo |

Let Xy, X5, X3 be three independent random variables with common pdf

D x=0
f(x) =
0, otherwise.

Let Y = min (Xj, Xg, X3). Find mgf of Y. Using mgf, find E(Y) and E(Y?). 10

Xy, ..., X, STk OFcd held
fx|0)=0x2 0<f<x<oo

d U Agfoes gl @ |

(i) 0% for gt gfoests = 2 2

(i) 6 &1 Afehay GuTfadT 3Tehersh (TH.UA.S.) FA hifdw |

(iii) el fafy (ww.aiiwm.) @ o &1 Ahersh A HIfAT |

X1, -y X, is a random sample from probability density function
fix|0)=0x2 0<0<xX <o,

(i) What is a sufficient statistic for 6 ?

(ii))  Find the Maximum Likelihood Estimate (MLE) of 6.

(iii) Find the Method of Moments (MoM) estimate of 0. 20

auizy for agfeas = i Y sHell gEen Heg dmr fem & sEE

Tl 2 |

Show that every Bernoulli sequence of random variables obeys the
central limit law. 15



(c)

Q3. (a)
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A ifoe fo X =1 mifehdt g9ed %o

X

1
f(x, 0) = ae 0, O<X<oo%|
0, AT

o off W o fo6 Hy : 0 = 2 %1 90e0 Hy @ 6 = 4 % favg i & fog,
X, 3N X, 1 2 % HR FI TH ATgfeash Yidgyl & | Teh Fle

C = (X1, Xo); 95 <Xy + Xg < oo}
HTf=eh & o G TR 2 |

qlieror & AR AR arHar 1 gt FHifs |
Let X have the pdf
X
1.7%
f(x, 0) = Ee 5 D<x<eo
0, otherwise.

To test Hp : 6 = 2 against Hy : 6 = 4, let X; and Xj be a random sample of
size 2. A test is defined by taking critical region as

= {(Xl, Xz); 9-5< X]_ = XQ < °°}.
Determine size and power of the test.

HH ooy fop X &1 IifesdT 94cd Beld
|x|
ﬂx]@):(g] (1-01-1xl, x=-1,0,1, 0<6<1

H T V0T R |

() 1 X Tk aequ vt yfaess @ 2 98 ot SifE fe s X oft
Tyt e Sfoees 2 |

(i) ¥ f(x|0) =ETEh Joft ¥ Frary TEdr B ?

(iii) O T AehaH HHITAAT SAherh (TH.TE 5. ) F1d HIfT |

Let X be one observation from the pdf

x|
ﬂx](ﬂ:(%} @-ol-1xl, x=-1,0,1, 0<6<1.

(1) Is X a complete sufficient statistic ? Check also if |X]| is a
complete sufficient statistic.

(i)  Does f(x | 6) belong to exponential class ?
(iii) Find the MLE of 6.




(b) @M fifS & X aem Y 1 9gh Wehdl Bcd Hed

fix, y) = C . exp{— (x% — 4y% — xy))

2, 8l CTh 3R 7 |

BIG ﬁﬁrﬂl :

i) EX) IRV

(i) E(Y) 3R V(Y)

(iii) Xd91 Y o9 ggaey

X 3 Yo "t (faaroi) it oft gg=m #ifse |

Let the joint probability density function of X and Y be
fx, y) = C . exp{- (x% - 4y2 — xy)},

where C is a constant.

Find :

(1) EX) and V(X)

(1)  E(Y) and V(Y)

(iii) Correlation between X and Y

Also identify the distributions of X and Y. 15

© () Uh & § UH o@ YsHs ekl b TR AviE % U W

75% TG 1 arfieRter ‘3= ol i Soft F e @ S STl AT
F St wor i Avht # g @ | el Fo A 1 b ATEh
e 50% s firre (srafy) @ ey 20§ e ‘=e’ FO A
it % UTEH Fad 10% T & 10 w0 i g (rafy) dfidd 34 2 |
it Feor’ Soft § 31 ATel UTEh! o UTH JAfeRTeed @ISl i TehdHT
yfcerd g 7 ?
An accounts manager in a company classifies 75% of customers as
‘good credit’ and the rest as ‘risky credit’ depending on their
‘credit rating’. Customers in the ‘risky’ category allow their
accounts to go overdue 50% of the time on average, whereas those
in the ‘good’ category allow their accounts to become overdue only
10% of the time. What percentage of overdue accounts are held by
customers in the ‘risky credit’ category ?

(i) =W <hifm fF @ we Reenfedi 3 @« @a o I8 q@n T 6
flgelrdl 1 & Sfad 1 wif¥ekar 0-30 2, fEerdl 11 3 St qifehar
0-45 2, 3T @ *F SR B I W1 0-25 B | ARG 3 a1 WA
figenfedt 3 20 T« @ &, 9 Wlesar wa hIm 6 6 wd Raend 1
Sfaar 2, 2 Ot Raard 11 Shaar 2, 3t 99 g @a fomr ansfia =
B E |
Suppose that two chess players played games and it was seen that
the probability that Player I would win is 0-30, the probability
that Player II would win is 0-45, and the probability that the
game would end in a draw is 0-25. If these two chess players
played 10 games, find the probability that Player I wins 6 games,

Player II wins 2 games, and the remaining 2 games would be
drawn. 8+7=15

SDF-U-STSC 5



Q4. (a)

(b)

SDF-U-STSC

A Wi 6 Xy, ..., X, Td 3R g Fed arel e (u, 1) Tefns = 8

3R Yy, ..., Y, W 3R w&dEw s are e (0, 1) Tefas W E | Xs

IR Y's Waa B |

) HozequﬁWHl:eiu%%@Eﬂﬁ%ﬁmﬁﬂTﬁmw
w{igrur (T, AR.A.) F1a hifag |

(i) TemEmse fF wmt () & wdhemr

Il
Z log X;
i=1

m

T:
n
Z log X; +Z log Y;
i=1

j=1
gidgest W seTid & dehar § |
(iii) S Hy 7 &, 96 T 1 s 3 hiforg 3t Tt femmu 6 o sem
1 qUE HH T foham ST Heha B |
Suppose X, ..., X;, areii.d beta (u, 1) and Yy, ..., Y,, are i.i.d beta (8, 1).
X’s are independent of Y’s.
(1)  Find a Likelihood Ratio Test (LRT) of Hy: 6 = pvs. Hy : 0 # .

(i1)  Show that the test in part (i) can be based on the statistic

n
Z log X;
1=1
n m
Z logXi+Z log Y;

i=1 j=1

4 =

(iii)  Find the distribution of T, when Hj) is true and then show how to
get a test of size o

Teh ATgIeeh =X X 1 YTRIehdl e f-feifigd 2

X = x <l HH -2 -1 0 1 2 3

flx) 0-15 k 0-25 2k 0-35 k

(i) k1 OH TG IS |
(i) ¥ ®eH F(x) Yred $ifu 3 35T 0% =918T |

6

20




(c)

SDF-U-ST5C

A random variable X has the following probability function :

Valueof X =x -2 —1 0 1 9 3

f(x) 0-15 k 0-25 2k 0-35 k

(i) Find the value of k.
(ii)  Obtain the distribution function F(x) and draw its graph. 5+10=15

dee die FofemEl trerdfes o wdl & o ahiet aeft # welt sl el gafeRal
% 2N HBfeEt w1 e w8 | Eiet it 3 W gafhal @ A STl
3, W 3 W I Teh SUITRN AN | STFEUThAtel I Uh T T8 Sl
aTEaT o TR T o B # Frafid geshl @ S Bl B S Bdl B |
I o8 W gaAfRAl 61 IRl AFT W AT S gk % forg, fom o
gafepat 3 forg oft mon <t fop st Sfia % fog ok wom v o el | swel
o1 foero 9= femn w0 2

TS 01 Gl o WIE | RO GEehl o WG SATeRdTSH
EiC] AT @ud QI
(mL Oy kg™ (mL Og kg™

1 42 71

2 52 77

3 60 83

4 67 96

5 82 107

6 82 113

7 81 121

8 81 80

9 96 128

10 104 143

S g % 9r § SRR #1 SgE Hi it wfeme, TR W S
ﬁmwgﬁ%ﬁeﬁwamaw-oswmm%,wmmm
aifeor hifa |
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Weddell seals live in the Antarctic and feed on fish during long, deep
dives in freezing water. The seals benefit from these feeding dives, but
the food they gain comes at a metabolic cost. A set of researchers wanted
to know whether feeding per se was also energetically expensive, over
and above the exertion of a regular dive. They measured the metabolic
cost of 10 feeding dives and for each of these also measured a non-
feeding dive by the same animal that lasted the same amount of time.

The data are given below :

Oxygen consumption Oxygen consumption
Individual after non-feeding dive after feeding dive
(mL Oy kg™1) (mL Og kg™
1 42 71
2 52 77
3 60 83
4 67 96
5 82 107
6 82 113
7 81 121
8 81 80
9 96 128
10 104 143

Mention assumptions about the populations and carry out an
appropriate non-parametric test of hypothesis that the energetic cost is
the same for feeding and non-feeding dives at level o = 0-05.

15
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SECTION B

Q5. (a) @ WEdl 0 3N o H Hehed H & (oU, IS a1 994 T I1d §, T
HI9= i Jfe T A1ed I 3R FHw o2 B | HF e iR
(i)  n YT T 41T O &,
(i)  m Y& H AET (0 0) 7, N
(i) m YeTO A (- 0)F |
W S A% e Aiea % w9 § oyafeyd Hifaw | 0 3R ¢ & =Fan
WW%?Var(&\J),cw(a,a\))aﬁIvar(&\:-@)W#&f@I
In order to estimate two parameters 6 and ¢, a number of independent

measurements are taken, each having errors with mean zero and

variance o°. Suppose there are

i) n observations with mean 6,

(ii) m observations with mean (0 — ¢), and
(iii) m observations with mean (¢ — 6).

Set up this in the form of a standard linear model. What are the least

square estimates of 6 and ¢ ? Find var($), cov( B ; $) and var($ —9). 10
(b) T HHH g Aed W fa=r Fifs, o sifireen smeyg

-2 -2

-1 -1

0 0

X = 1 i |

2 2

-1 1

1 -1

2 PR B, T By I O & | HHA Wk @A =alﬁl+a2ﬁ2 £l
e 31 3 GEd Y YE B SN T af+a§=1%?
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(e)

(d)

(e)

SDF-U-STSC

Consider a standard linear model with design matrix

o
- |
0 0
X=| 1 1
2 2
e 1
-

and unknown coefficients B; and fo. Which linear combinations

A A
\?1: ajp;+agfs have largest and smallest variance subject to

a?+a§=1? 10

TideaTH % WY WA Ao Siiedd (TH.STR.UH. 5 AR.) H (Feferd
Tohd foral & @y, fe@msu f&
i) E(F)=Y,3N

N-1_2
—S5.
Nn 7
In Simple Random Sampling with Replacement (SRSWR) (with usual

(ii)) Var(y) =

notation), show that
(i) E(y)=Y,and

TEfd Fehad @ |1Y, gsC foh 3MUd SAherh R. R & Sgaq s e
(srfid) s B 37t Ig@ hifore foh 37 wfaeel o1 R erefi =g murad

TEl BT 8 |

A
With usual notation, show that the ratio estimator R is the best linear
unbiased estimator of R mentioning the conditions under which the

(i) Var(y) = 10

property holds. 10

T o Hodel 191 qiier Y saren $ifs |
Explain Duncan’s Multiple Range Test. 10

10



' Qé. (a)

(b)

(c)

SDF-U-STSC

Tuisn fof (Saferd @ehed % @), Wil STeheis ¥ T HfEehe SEROT
_ 1-f
Var(y, )= (—JS?‘;(l—p?‘) 2
n
Show that the approximate variance of the regression estimator y . is

Var(y ) = (ﬂ) S?,(l — p?) (with usual notation). 15
n

o e wied, Jeos y9e wisd iR ik wwa gied % = faved
$ifsmu |

Distinguish between fixed effect model, random effect model and mixed
effect model. _ 15

foem i @ G yam= gafdEl 8 AR 10 % T 3R gdEy s
e, a1 Ta= iagst | giormmt w61 ar e fem mn g

- () Mg 4 =1 9 2
X4 = ,X = ) = ] = ’
17012 (1) o1 2) ™2 (-2 4

SRl 8, j = 1, 2, e FESE g

afnij,j=1,2,uﬁasimwﬁl

o = 0-05 T R F=fifiad afsreamatt & faw swrs we G 3R st
T fepifere |

25

(i) Hp:py=Hy
(i) Ho:Hyq + 2099 =4, 5 Py = (Hyq, Byo)

(@1 Fraferfad T 1 3T o Hehd @ -

F0.95, 2. 17= 3'5915, F0.95’ 2, 18 = 355, F0.957 1, 19 = 438)

11



Q7. (a)
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Consider two independent i.i.d samples, each of size 10, from two
bivariate normal populations. The results are summarised below.

_ 3) _ 1 . 4 -1 . 2 -2
Xi = , X = " = , D = 5
Lol e ) g 2 R ke 4
where SJ-, j =1, 2 are sample covariance matrices

and )_cj,j =1, 2 are sample means.

Provide suitable tests for the following hypotheses at level o = 0-05 and
draw your conclusion.

2:5

(i) Ho:pg=py
(iii)  Hp:pqgq + 209 = 4, where py = (g7, Hq9)’
(You can use the following values :

Fo95, 9,17 = 35915, Fo.95 2, 18 =355, Fo.95, 1,19 =438)

A it b
i | 11 -6 2
X~Ngl[2,]|-6 10 -4
3)l2 -4 6
71 =Xg-Xg
ZQ=X2+X3
Z3|Z1,ZQ~N(Z1+ZZ, 10)
eqd i
() Zq, Zg 3R Zg o1 TYH e
(ii)  Xq o1 Gufdsy A1eF 99 X, 30 X, fog mu g

2
G Py

12

20



(b)

(c)
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Let
i | 11 -6 B

X~Ng||2),|-6 10 -4
3 2 -4 6
Z1=X9-Xg3
Zo=X9 + X3
Z3|Z1, Zg ~ N (Z1 + Zg, 10)

Derive :
(i)  The joint distribution of Z1, Zg and Zg

(ii)  The conditional mean of X3 given X; and Xg

2
(i11) Fls 15 20
Fha 1 wEdE SgE@  HW g, fe@wmy T gRidew-orEd
(Horvitz-Thompson) 3TeheTh,
A = y
-3
T
1.5]
gufy (SEEaT) A Y H Uk SR R @ 3N
N
v A 1-m) o N i T = s
ar(Ygr) = Z —L ¥, + 22 Z el B
‘ i . e 1]
1="1 i=l jza
THT 7 |
Mentioning clearly about the notations, show that Horvitz-Thompson
estimator of the population total
n
A :
Yur = %
T
151
is an unbiased estimator of Y and variance is
N
Var(Y 1-%) 2 N N |5 7
= HT’-Z 7 yrzZ Z —rm | i 5
i=1 i=1 .

Fqferd YUl e ATHHed (... &.) < afearn @ | e g
3 gratorr TRl 1 B9 BT | SR b > v + 1 — 1 %1 o fag il

(| Tehad o 919) |

Define BIBD. State the parametric relationships of the BIBD with usual
notation. Also prove the inequality b > v + r — 1 (with usual notation). 15

1



Q8. (a)

(b)
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e wafa arelt v @ufd (Sw@en) 3 N = nk (N = @97 @ T,
n = idesl 1 3R, k = Sfa=e &1 siauer) # v goiise
1 nk +1
Vs Voo it Vw2t — 1 .
st sy ran - k+1
&l Vi, Vi 3RV, 091 Tala Sfoerm, g shreem oft gfieemqaid
e Agfees ufdwad & fou, gufy (Saden) we & wfied s@feg
HThcAehi o Ffeaq T & |
For a population with linear trend and N = nk (N = population size,
n = sample size, k = sampling interval) show that
1 nk +1
Voo i Vo i Voo fE =318 ;
st sy ran = k4l
where Vg, Vg, and Vy,;, are respectively for sampling variances of the

sample unbiased estimator of the population mean for stratified
sampling, systematic sampling and SRSWOR.

n IHERI § Y8l 9e7 §U 3 TH W famm il |

AqH fifee foh

X; : Ul 93 I i g

X3 : E@i 93 6l R o

Xy E@i kEl CIREETE ?ﬁgﬁz‘

w1 gr fear e st e wevE s 2
91481 50753 66875 44267
50753 52186 49259 33651
66:875 49259 96775 54278

44267 33651 54278 43222

Sl o HEEERY 3TeYR
R R
R =[ 1 12} 39T LT B,
Ra1  Ragg
- 1 07346 1 0-8392
SEl Ry = » Rog =
07346 1 0-8392 il
, 07107 07040
Ri,= Ro; =

06931 07085)
fafeq wedeyl 3t eraua yum fafeq =@ =t wrea hife qor o793 wfomg <6
= IS |

14

15
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Consider two sons born first in n families.

Let

X : head length of first son
X5 : head breadth of first son
X3 : head length of second son

X4 : head breadth of second son

The measurements provide the sample variance covariance matrix

91481 50753 66875 44267
50753 52186 49259 33651
66875 49259 96775 54278
44267 33651 54278 43222

that leads to the correlation matrix

- [Rn Rlz}
Ro;  Rao

1 07346 1 0-8392
where Rqq = , Rog =
0-7346 1 0-8392 1

. 07107 0-7040
Rig= Ry, =

06931 07085)

Obtain the canonical correlations and hence the first canonical variables

and interpret your result.

15

15



(c) Uh AgeRihd Weh AMHedT (RBD) # 9 i 41 Wepr i fhedi & ufy

qter S <l BEe (7)), Fe gEqd T @

foren il

1 2 3
1 21-0 20-0 195
2 19 18 185
3 185 18 189
4 275 # 27
5 31 32'5 326
6 315 305 32
7 253 25 266
8 39 40 38'5
9 39 385 40

ST Hiehsi i faver A |

(qfersht W F(2, 25) = 3-39 3 F(8, 25) = 2-34, 5% HIeiahal T W)

Grain yields per plant (grams) of paddy of nine varieties in a

Randomised Block Design are presented below :

Variety Replication

1 2 3
1 21-0 20-0 195
2 19 18 18-5
3 185 18 189
4 275 * 27
5 31 32-5 32-6
6 31-5 305 32
7 25-3 25 26-6
8 39 40 38:5
9 39 38-5 40

Analyse the experimental data.

(Table value F(2, 25) = 3-39 and F(8, 25) = 2:34, at 5% level of

significance)

SDF-U-5TSC 16
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